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Context & contents

Context:

« Computing is shifting — from powerful desktops/laptops to cloud
megacomputers plus heterogeneous client devices

« Advances in client & cloud from Microsoft Research (MSR) & collaborators

« Work of dozens of researchers & engineers
« Algorithm design and implementation, mixing new technology from several areas
« Emphasis on technologies that led to new kinds of products

Contents:

« Mobile & cloud computing — architecture & challenges

« Examples of new mobile scenarios enabled by cloud + smart devices

« Big data & cloud analytics
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Mobile computing is distributed pata
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Many challenges in mobile computing

Cortana — Personal Assistant

FPGA for Data Centers

+ Datacenters
- Computation at very large scales
20 petabytes per month
- Reliability & Security

* Proxies
« Caching strategies
« Efficient media recompression
« Fast switching of live Skype traffic t

+ Clients
+ Localization
« Power & continuous computation
- Fast media / signal acquisition/playback

- Audio, video, photos, biometrics,
environment

Application virtualization Dog breed identification
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Speech recognition for Cortana

« Modern automatic speech recognition (ASR) too costly for devices
« Typical approach: capture voice on device, send voice waveform to a cloud-based

speech recognition

« Recognition of "trigger word” runs on device.

« New approach: compute features on
device, encode & send to cloud

+ Reuse encoded features into speech
codec if full audio is needed
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SirenSR front-end detail
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SirenSR more robust to noise conditions
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Wideband ASR word error rate
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PCM training data for ASR engine
Results for HMM recognizer
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Image recognition for project Adam
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+ Preceded by new spatial
pyramid pooling layer

input image

K. He, J. Sun, et. al.
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Adam object recognition performance

. \/ery qUiCk progress in classification error rate
30%
past four years shallow model

- 10x complexity S N
reduction 2014 — 2015 20% o N

____—deep models

+ Results here were on 15%  rommmemmmmmmoeeess / ---------------------------
”ImageNet 1K" dataset L0 ;7 . S WSS

« Results in 2015 are VR P oA
slightly better than 0%

humans! 2011 2012 2013 2014 2015
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Virtual apps need screen coding
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« Challenges

« Diversity of screen content (including text, graphics, picture)

« Diversity of visibility of artifacts (in text, graphics and picture regions)

« High data rate (high-resolution screen images updated at high frame rate)
« Constraints in processor utilization
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Hybrid screen/video coding
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Evaluation: full-screen video playback
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Full-screen video playback
(1280 x 768 @30fps)
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Evaluation: compound screen contents

Yahoo page screen
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Machine Learning in the Cloud
Azure ML

Big data ingestion & analytics
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N + Azure ML service
4 « Simplify analytics on cloud data
B « Python / VS &R visual programming, HDInsight for
Hadoop on Linux
Stream Analytics for real-time processing in the cloud
« Azure ML for research
o———0 mx+ (i http://research.microsoft.com/en-us/projects/azure/ml.aspx
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